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ABSTRACT
Independently from which software process was selected for
a company or a project, the selected software process usually
cannot be applied without any customization. Although the
need to tailor a software process to specific project require-
ments seems to be widely accepted and unquestioned, the
way of doing the tailoring remains unclear and is, therefore,
often left to the expertise of process engineers or project
managers. What are the criteria to be applied in the tailor-
ing? What are dependencies between different criteria and
how should certain criteria influence the software process?
In this paper we investigate concrete tailoring criteria for
the tailoring of software processes. To this end, we present
a collection of 49 tailoring criteria as the outcomes of a sys-
tematic literature review. We further analyze the impact
of the discovered tailoring criteria by relating them to a set
of 20 exemplary tailoring actions, which affect the project-
specific software process. Our outcomes show that the fac-
tors influencing the tailoring are well understood, however,
the consequences of the criteria remain abstract and need to
be interpreted on a project-per-project basis.

Categories and Subject Descriptors
D.2.9 [Software Engineering Management]: Software
process models

General Terms
Management, Experimentation

Keywords
Software Process, Tailoring, Systematic Literature Review

1. INTRODUCTION
Tailoring is defined as “the act of adjusting the definition

and/or particularizing the terms of a general description to
derive a description applicable to an alternate (less general)
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environment [20].” It is commonly accepted that any soft-
ware process needs to be tailored to the particular project’s
requirements, as it becomes, otherwise, a project risk [5,
6, 37]. Popular software processes, e.g., PRINCE2 [1], Ra-
tional Unified Process [28], recommend—at least—to tailor
the standard process before applying it in a project. Even
agile methods recommend the selection of appropriate prac-
tices for a software project. Software process metamodels
as a means to describe software processes, e.g. SPEM [35],
usually define support to customize software processes. For
instance, SPEM contains language constructs that support
(delivery) process configurations (coarse-grained operations
to configure a software process in general) and variability
operations as a means to fine-tune certain software process
elements, e.g. workflows. On the other hand, SPEM does
not name criteria that support the selection of a particular
process configuration nor does SPEM support a process en-
gineer in determining adequate criteria during the process
design. The same holds, e.g. for the German V-Modell XT
[49] in which several coarse- and fine-grained tailoring cri-
teria are defined, or the Swiss Hermes method [17] that
also defines some selection criteria for a project-specific soft-
ware process. Furthermore, in the field of agile methods no
common guideline is available to support the selection of
concrete agile practices, e.g. does pair programming work
in particular settings, or is the “Follow-the-Sun” approach
appropriate to operate a project. Therefore, the following
questions often remain unanswered:

• What are the characteristics of a project that shall be
considered for tailoring?

• What do the characteristics mean for the resulting soft-
ware process?

Much research has been conducted to answer those ques-
tions, often independent of a concrete software process, e.g.
[52]. The majority of current research is given by expe-
rience reports in which the feasibility of certain process-
related management decisions was evaluated, but missing
a systematization and a generalization.

1.1 Problem Statement
Although the need for tailoring software processes is un-

questioned, current research in this area mostly addresses
the feasibility of process-related project management deci-
sions that deal with certain project situations. Yet, miss-
ing are an understanding of what are basic criteria to be
considered during the process tailoring and, consequently,
a catalog of documented and proven tailoring criteria that
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provide guidance to process engineers and project managers
when selecting and tailoring a software process for a concrete
software project.

1.2 Research Objective
To overcome the shortcomings stated above, we conduct

a systematic literature survey (SLR) to get an overview over
the state-of-the-art in software process tailoring. We create
a catalog of tailoring criteria reported in literature and an-
alyze those criteria for their implications on project-specific
software processes and project environments.

1.3 Contribution
We contribute a study on the state-of-the-art in software

process tailoring, which results in a catalog of tailoring cri-
teria that are documented in literature and outline the im-
plication of applying those criteria.

1.4 Outline
The remainder of the paper is organized as follows. In

Sect. 2, we discuss work related to our contribution, what
gaps are left open, and how we intend to close those gaps.
We introduce the study design in Sect. 3, before discussing
the results of the study in Sect. 4. In Sect. 5, finally, we
conclude the paper with a discussion of our results, what
implications the results have, the limitations of our study,
and future work.

2. RELATED WORK
Pedreira et al. [38] conducted a study to get a deeper un-

derstanding about the current practice in software tailoring.
They conclude, that one of the problems is that existing ap-
proaches for software process tailoring are defined in specific
environments and vote for developing a general framework.
Xu and Ramesh [52] conduct an interview-based study on
software process tailoring in order to support project man-
agers to tailor software processes and, therefore, investigate
challenges software projects face. Based on those challenges,
Xu and Ramesh derive requirements w.r.t. the tailoring,
group those requirements and, finally, develop strategies to
cope with the challenges. Xu and Ramesh conclude that
tailoring affects both, the software process as well as the
project environment. They also note that excessive tailoring
can “also involve significant overhead, undermining process
repeatability and consistency across development projects”,
and, therefore, vote for creating company- or project-wide
tailoring guidelines.

Cockburn [13] presents three high-level criteria commu-
nication, criticality, and priority, which he considers to be
adequate to select a project-specific methodology. A number
of criteria to tailor software processes can be found in the
literature on (Situational) Method Engineering (SME; [11,
21]). Since empirical work is basically absent in the SME
domain [43, 31], those criteria are “only” proposed in that
particular literature yet missing an evaluation. However, al-
though staying on a conceptual level, contributions such as
the S3 method (Harmsen et al. [22]) also vote for a joint
analysis of influence factors and success criteria to select an
appropriate software process.

Existing studies either provide first information on soft-
ware process tailoring or propose tailoring criteria [13]. Pe-
dreira et al. [38] initiated the discussion by analyzing the
state-of-the-art in software process tailoring in general. Xu

and Ramesh [52] conducted a study, which is based on inter-
views and provided a first catalog of challenges and measures
to deal with changing project situations. However, those
contributions stay on a generic level, yet missing guidelines
that support the application of such criteria in projects. It
remains unclear, e.g. how to implement Xu and Ramesh’s
strategies in a concrete project environment, and what the
consequences of applying those strategies are.

In this paper, we contribute a systematic literature review
to develop a catalog of tailoring criteria. We do not rely on
interviews, but on reported experiences to create an initial
catalog, which is backed up by literature. Furthermore, we
screen standard literature on software project management
for measures that are referred to be “standard measures”
when dealing with changing project environments that re-
quire process customization to develop a notion of software
process tailoring and its consequences to software processes
and project environments.

3. STUDY DESIGN
We design the study as a combination of methods used for

a systematic literature review (SLR, Kitchenham et al. [27]).
The following study design itself is structured according to
the proposal of Runeson et al. [40].

After defining the research questions of the study, we de-
scribe how we select the case. Finally, we describe how we
collect and analyze the data, before concluding with a dis-
cussion on the validity procedures.

3.1 Research Questions
Our overall goal is to investigate the current state-of-the-

art in software tailoring. To this end, we aim at answering
the following research questions:

RQ 1 Which tailoring criteria are defined in literature?

RQ 2 What implications do the tailoring criteria have?

To answer RQ 1 we conduct a systematic literature review
in which we use “snow-balling” to collect key words that are
used to build the search strings to be used for an automated
literature database search. To answer RQ 2 we use the re-
sulting set of relevant contributions as input for an in-depth
analysis w.r.t. concrete tailoring criteria and implications of
applying those criteria to a project-specific software process.

3.2 Case Selection
We refer to the case selection by following a pragmatic,

but time-intensive procedure. We first structure the publi-
cations and, thus, lay the foundation for the search strings
by following the principles of snow-balling [27]. We use a
primary set of publications and manually search for sec-
ondary references that are based on the contributions’ ref-
erences sections to find further contributions. This first re-

Table 1: Key contributions for snow-balling.

Author Contribution

Pedreira et al. [38]

Brinkkemper, Sjaak [11]

Harmsen et al. [22, 21]

Xu Peng et al. [52]

Méndez Fernández et al. [33]
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search step was implemented in the context of a coopera-
tion project with the T-Systems International GmbH, the
Telekom Laboratories (T-Labs), and the Technische Univer-
sität München1, and resulted in a set of standard contribu-
tions used for testing research questions, search strings, and
structuring the publication flora. For this primary search,
we refer to the authors and publications summarized in
Table 1, which later on also serve as control values. The
second step was the automated search in several literature
databases, which we introduce in the following.

3.3 Data Collection Procedures
The data collection is an automated search in several lit-

erature databases. The queries are built based on the key-
word lists given by the most common terminology in the
area of software processes. As main data sources, we rely on
established literature databases, which we consider most ap-
propriate for a search. The internal discussion about which
databases to select is based on our experiences in the pro-
cess engineering domain (e.g. which conferences are in the
field and which journals are of interest). In consequence we
select the following databases:
• ACM Digital Library
• SpringerLink
• IEEE Computer Society Digital Library
• Wiley

If there is a paper listed in one of those databases, but is
only referred, we count it for the database that generates
the item, regardless of the actual publication location. In
addition to those databases, we also take contributions into
account that are not referred by the databases, but have
to be considered as key contributions, e.g. books such as
[25, 19, 42, 17]. For such contributions, we add a category
“misc”. To structure the data, we create a spreadsheet that
contains the attributes shown in Table 2.

Table 2: Data collection table (simplified).

Info. Set Attributes

Meta data ID, Citation-key,

Content Authors, Title, Abstract, Year

Voting Relevance (defined during further analy-
sis and voting by the different authors),
Comments

3.3.1 Query Definition
To harvest the publication flora, we define our queries.

For the beginning, we take a sample of relevant papers, ana-
lyze them in order to identify and iteratively refine the search
strings, and validate them against a pre-defined list reference
authors to be part of the search results (see Sect. 3.2). The
initial set of key words is: {software, development, process,
tailoring, method, methodology, customization, customisa-
tion, adaption, adaptation, ISO, CMMI, SPICE, standard,

1The cooperation aimed at improving the tailoring process
of T-System’s standard software process [42]. The research,
which is presented in the paper at hands, is the basis for
defining a tailoring concept, which considers project param-
eters as well as dependencies among certain parameters. A
first technical prototype of the feature-based tailoring is de-
scribed in [18]. The overall concept is currently under eval-
uation at T-Systems.

compliance, study, experience, weaving, situational, engi-
neering, practice}.

Table 3: Final search strings used for query.

Search string

S1 (software process tailoring)

S2 (method engineering)

S3 (process or method or methodology) and (tailoring
or adaption or customization or customisation)

S4 process tailoring and (practice or experience or
study)

S5 software process and (standard or CMMI or ISO
or SPICE) and compliance

S6 method and (engineering or weaving) or situa-
tional method engineering

Based on the initial searches and the analyses, we conclude
the search strings shown in Table 3. Due to the complexity
of the publication flora in the different research communi-
ties, we do not further distinguish between primary strings
and secondary strings (Sect. 3.2). We use the search strings
and aforementioned literature databases for the data collec-
tion. Each result set is transferred to a spreadsheet with
the structure shown in Table 2. Having the single result
sets available, all results are combined and used as basis for
the data analysis. For each data source, at most the top 160
search results are taken into account.

3.4 Analysis Procedures
In the following, we describe our analysis procedure. We

describe the analysis preparation as well as the in-depth
analysis.

3.4.1 Analysis Preparation
To get the initial set of data to be analyzed, we perform

an automated search that requires us to filter and prepare
the result set. The data analysis is prepared by harmonizing
the data and performing a 2-staged voting process to prepare
the in-depth analyses.

Harmonization. After a first sight of the search results,
we see that many contributions occurred multiple times in
one result set. To make the selection of the contributions
more efficient, we first clean the result set by eliminating
multiple occurrences.

Voting. We perform a 2-staged voting process to classify
the papers as relevant or irrelevant and to build a set of
contributions for further investigation. The integrated result
table therefore contains three columns (attribute“relevance”
in Table 2). The first two columns are used in the first voting
stage (one column per researcher). A cell in the column is
filled either with 1 (the contribution is relevant) or 0. If
a contribution is finally rated with 2, it is automatically in
the set of contributions for further investigation. However,
if a contribution is rated with 0, it is excluded from further
investigation. Only if a contribution is rated with 1, it is
marked to be judged in the secondary voting. The criteria
for the voting were (1) the title of the contribution and (2)
the abstract.

In the second voting stage, we only consider contributions
that are not finally decided in the first stage and call in
a third reviewer. This third reviewer also works with the
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integrated table and votes by following the same criteria as
in the first voting stage. The goal of this stage is to figure out
the contributions that are relevant for the in-depth analyses.

3.4.2 In-depth Analysis
After the preparatory voting, the final set to be further

investigated is defined. On this set, the in-depth analysis is
performed using the complete contribution. In the following,
we summarize the analysis procedures used to answer our
research questions.

RQ 1 – Tailoring Criteria in Literature.
To analyze which tailoring criteria were described in liter-

ature, we screen the result set and create a spreadsheet that
names the criteria, contains brief descriptions, and cites the
contributions in which the criteria were named.

RQ 2 – Implications of Applying Tailoring Criteria.
To analyze the implication of applying certain tailoring

criteria, we analyze each tailoring criterion for evidence from
literature or—at least—a rationale. Based on the evidence
and rationale we identify actions that can be chosen to affect
a project-specific software process and assign those actions
to the tailoring criteria.

3.5 Validity Procedures
To increase the validity of our study, we refer to two par-

ticular procedures. First, we analyze the area of investiga-
tion in advance and conduct a snow-balling procedure to
infer and iteratively readjust the search strings by following
the snow-balling procedure. This increases the construct
and the external validity, since we perform our analysis on
a small, but representative set of publications.

Second, we refer to researcher triangulation within a rigor-
ous multi-staged voting procedure (Sect. 3.4.1). The voting
procedure allows us to select the relevant papers from the
irrelevant ones and to classify them appropriately. This pro-
cedure is accompanied by an in-depth analysis of the con-
tents of the papers going beyond the abstracts, which we
see as necessary as software process tailoring still remains a
multi-facetted area with various interpretations in the pro-
vided concepts and the terminology used.

4. RESULTS
In the following, we describe the results of our study and

conclude with a short interpretation. Table 4 summarizes
the set of papers resulting form the collection and prepara-
tion phases. We summarize the databases, the total num-

Table 4: Survey Results

Source Number Number (cleaned) Selected

ACM 210 210 44

Springer 60 60 13

IEEE 210 210 22

Wiley 1120 329 44

Misc 4

Sum 1600 809 127

ber of results, the cleaned number of results after the first
harmonization (removing duplicates), and after the multi-
staged voting of the papers for their relevance. Summarized
127 contributions were selected for the in-depth analyses.

4.1 Tailoring Criteria in Literature (RQ 1)
To answer research question 1, we analyze the contribu-

tions for tailoring criteria. We collect the found criteria and
structure them in Table 5. Each item of the table is named,
briefly described, and refers to the contributions from the
result set. Furthermore, Table 5 contains a column that
refers to appropriate actions that affect the project-specific
software process when applying the tailoring criteria (cf.
Sect. 4.2).

Table 5 lists 49 tailoring criteria from literature. Since
the criteria are not clearly positioned, the table contains the
groups Team, Internal Environment, External Environemnt,
and Objectives, which we choose to categorize the criteria ac-
cording to their emphasizes. For each criterion, a rationale
(What does a concrete criterion exactly mean? ) and possi-
ble implications (What might happen when not considering
this particular criterion? ) are taken from literature, e.g.,
[48, 47, 1, 39], to argue why a specific criterion needs to be
regarded in certain project settings.

Analysis. More than half (28) of the criteria address en-
vironmental aspects, e.g., availability of stakeholders, users
and the management, or project parameters, e.g. budget or
contracting. Nine criteria address team-related parameters,
e.g., size, distribution pattern, and, finally, 12 criteria ad-
dress aspects w.r.t. the project’s objectives, e.g. degree of
innovation or complexity. The most frequently mentioned
criterion is team size (eight mentions: [52, 15, 16, 22, 33, 7,
2, 14]).

Interpretation. A number of criteria overlap to a certain
extend, e.g., management support and management avail-
ability (taken from [52, 22]). Those criteria consider a spe-
cific project situation from different perspectives, e.g., if the
management does not support a project, it does not matter
whether the management is available, whereas given man-
agement availability does not necessarily imply a (useful)
support. Other criteria, e.g., client availability [24, 23] and
user availability [7, 22, 14] can represent—depending on the
actual project setting—the same stakeholder focus group,
and, furthermore, the criterion stakeholder availability [52,
33] can be a means to generalize concrete stakeholder focus
groups, e.g., the management, the client, the users.

4.2 Implications of Applying Tailoring Crite-
ria (RQ 2)

To answer research question 2, we investigated given lit-
erature, e.g., [52], as well as literature that is common in
project management, especially such that is dealing with
risk management and influence factors on software projects,
e.g., [48, 47, 1, 39]. Table 6 lists 20 exemplary actions, which
are often named as appropriate measures in software process
tailoring.

We relate the actions from Table 6 to the tailoring criteria
(Table 5, column Actions) to get insights into the effects the
selection of a certain tailoring criterion has. The exemplary
assignment shows that a criterion can be related to several
actions and, vice versa, an action can also serve several cri-
teria.
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Table 5: Catalog of tailoring criteria and actions

Name Rationale & Implication Actions Ref.

Team

Size The team size is an indicator for the effort of team coordina-
tion [50]. While smaller teams located in a single room can
directly communicate the need for formalization increases if
the team grows (also if distributed/virtual teams become rel-
evant). Team size is one of the key criteria when selecting a
software process, e.g., [17, 14].

ADF, ADI, ASI,
ACP, ACM

[52, 15,
16, 22,
33, 7,
2, 14]

Distribution Team distribution influences the interaction pattern in a
project [24, 23]. Teams located in a single room can directly
communicate while distributed teams need a more formalized
communication.

ADF, ADI, ASI,
ACP, ACM

[3, 14,
29, 33]

Turnover If a team member leaves a team, knowledge will also be lost.
Furthermore, if new team members enter a team, effects of
group dynamics according to Tuckman [45] will occur [41].

ADF, ADI, ASI,
ACP, ACM, AKM

[52]

Previous cooperation If the team worked together in previous projects the need for
getting familiar with the other team members may decease
which, in turn, may cause a less formal communication.

ADI, ACM [52]

Good cooperation If the team works in a good and collaborative way the need
for formalized communication/documentation may decrease.

ADI, ACM [52]

Domain knowledge Little or missing knowledge w.r.t. the actual domain is a risk
[47, 48].

AIW, ATT, AKM [52, 22,
33]

Tool knowledge Little or missing knowledge w.r.t. the actual tools is a risk [47,
48].

ATT, ATI [52]

Technology knowledge Little or missing knowledge w.r.t. the technology is a risk [47,
48].

ATT, APD, ASI [52]

Process knowledge Little or missing knowledge w.r.t. the process to be used is a
risk [47, 48].

ADF, ATT, AKM [52, 22]

Internal Environment

Protoyping The creation of prototypes is a strategy for risk mitigation [9,
10], and performance improvements [8], which is applied to
projects that explore a new domain or a new technology, if
the requirements are volatile, or if several solutions shall be
evaluated.

ARE, APD, AFL,
AIW

[25, 19]

Clear project proposal A clear project proposal is an essential artifact. It contains
basic goals and requirements [47, 48, 53] essential for the
project’s success. A blurry proposal is a risk.

ARE, AMI, APD,
AFL, AIW

[52, 22]

Management availability Top management is required to solve problems and to make
project progress decisions. In critical project settings, a miss-
ing top management availability is a risk [47, 48].

AMI, ADF, ACP [52]

Management support The top management should actively support a project. This
is important to have the management’s support in critical sit-
uations [47, 48].

AMI, ADF, ACP [52, 22]

Project budget Project budget influences the degree of formalism in a project.
A little project budget usually implies a non-formalized pro-
cess (less documentation), but also requires a strict controlling
w.r.t. costs.

AFI, ADI, ACM [52]

Project duration The project duration is a factor directly influencing the soft-
ware process. While a “long” duration might cause risks (i.e.
team turnover), a “short” duration is similar to a little project
budget. Consequently, a software process needs to pay atten-
tion to the duration [8].

APD, AFL, APP [52, 33]

Project type Depending on the project- or service type, different facets of a
software process need to be emphasized, e.g., kind of require-
ments elicitation, addressed life cycle phases, system migra-
tion. This criteria influences the software process’s structures
in general.

ARE, AAR, AIT [42, 18,
25, 19]

Project role Each project has a specific role that characterizes a project in
relation to other projects. The typical setting is a client and
a contractor where the contract defines the actual roles. De-
pending on the project role, the corresponding software pro-
cess is entirely influenced [36].

ARE, AAR, AIT [25, 19]
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Table 5 – continued from previous page

Name Rationale & Implication Actions Ref.

Sub contractors Certain tasks in a project can be done by sub contractors,
and, thus, a software process should support synchronization
by defining artifacts to be exchanged, and process interfaces
for collaboration [36, 23]. Furthermore, when sub contractors
are in the projects, the contractor’s project role changes; he
becomes the client for the sub contractors.

ARE, AAR, AIT [42, 18,
25, 19]

Financial controlling The emphasis on a financial controlling is important if a
project is critical w.r.t. the project budget. An intensive fi-
nancial controlling results in a self-contained documentation
as well as in an increased participation in the planning and
decision making processes.

AMI, AFI, ADF,
ACP

[25, 19]

Measurement Measurement using KPIs is important, e.g., to provide the top
management with status information, to measure the project’s
performance and to coduct data that are important for a
company-wide controlling [6, 34]. Measurement causes ad-
ditional effort in a project and also requires a more detailed
reporting.

AMI, ADF, ACP [25, 19]

Technical support An unknown technical environment with little support may
cause project risks [47, 48].

ATI, ATT, AKM [52]

Programming language A new programming language can cause project risks. Furher-
more, a concrete programming language can influence the soft-
ware architecture in a project.

ATT, AAR, AIT [42, 18]

COTS products The integration of COTS products or components can, on the
one hand, shorten the development time, but on the other
hand, require the team to pay attention, e.g., to legal impli-
cations, to test and integration procedures [46, 44].

AIT, APD, AFL [42, 18,
25, 19]

Operating system An operating system limits, e.g., the available programming
languages, tools and potentially available COTS components.
On the other hand, system requirements can also limit the
supported operating systems for the intended solution.

AAR, AIT [42]

Database system Support for databases is, especially in business information
systems, essential.

ARE, AAR, AIT,
APD, AFL

[42]

Tool infrastructure Tools that shall be used in a software project—or in a specific
phase such as requirements engineering or coding—have to be
defined. The definition of a tool infrastrucutre has certain
implications, such as: tools that are not available have to be
bought.

ATI [42, 29,
30]

External Environment

Legal aspects Projects are critical in terms of legal aspects (i.e. contract-
ing [32]) for several reasons. When not delivering the ordered
software in time nor with the defined functionality recourse
claims can occur. Furthermore, especially software with high
requirements w.r.t. safety & security requires detailed docu-
mentation according to laws and regulations. This causes the
software process to be very formal.

ARE, ADF [15]

Number of Stakeholders The higher the number of involved stakeholders the more time
is required to negotiate all needs and requirements. Further-
more, the coordination effort increases [26]. A software pro-
cess should pay attention to the number of stakeholders by
defining adequate communication and reporting pattern.

ACI, AUI, ADF,
ACP, AIW

[52]

Stakeholder availability Similar to the availability of the top management, the avail-
ability of stakeholders is a success factor. Missing stakeholder
availability is a project risk as it may cause delays [26, 47, 48].

ACI, AUI, ADF,
ACP, AFL

[52, 33]

Stakeholder background If the stakeholders’ background is not adequate (e.g., due to a
new domain, a new technology, or a new innovative product),
the software process should provide different strategies, e.g.,
for requirements elicitation to support for learning curves [26].

ACI, AUI, ATT,
AKM, AIW

[52, 33]

Requirements stability The stability of requirements directly influences the entire ap-
proach in a project [26, 47, 48, 53], e.g., the strategy for re-
quirements elicitation, architecting the solution, implementa-
tion and test.

APD, AFL, ARE [52]

Client process In case a client has its own software process and wants to align
contractors with this process, the used software processes have
to support process interfaces or certain procedures to comply
with the client’s process requirements, i.e. ensuring certain
CMMI levels.

ARE, AIT, AFL [42]
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Table 5 – continued from previous page

Name Rationale & Implication Actions Ref.

Client availability The client’s availability influcences the customer satisfaction
since the client can continuously monitor progress. For in-
stance, agile methods propose the on-site-customer [24, 23].
Regular deliveries in short cycles can compensate a missing
availability.

AFL, ACI, AUI [52, 33]

Type of contract The type of the contract [32] directly influences the software
process, e.g., a fixed-price model vs. time & material leads to
different strategies in handling change requests.

ACI, AUI, ADF,
ACP

[42]

User availability The end user availability is important during the requirements
engineering, and the integration and testing phases [24, 23].

AUI, ARE, AAR,
AIT, AFL, APD

[7, 22,
14]

User background The end user background/domain knowledge is important to
decide about the required training. Also, appropriate (accep-
tance) testing strategies should be selected according to the
end users’ knowledge.

AUI, AIW, ATT,
AFL, APD

[52, 33,
22]

Trainings The requirements regarding training, e.g. during the accep-
tance testing or the deployment cause additional effort (plan-
ning of tranings, creation of training material) [48, 8].

ATT [42]

Objectives

Complexity The complexity of a project directly influcences the process [4,
51, 12], e.g., by creating prototypes or following a divide and
conquer strategy (creating sub projects). A higher complexity
usually causes a more comprehensive software process, more
(formalized) communication, a more formalized configuration
and change management and so on.

ADF, AIW, ACP,
ARE, AAR

[22]

Degree innovation The degree of innovation may cause a more explorative ap-
proach to mitigate project risks [47, 48].

APD, AFL [33, 22]

Legacy system A legacy system needs to be considered during the require-
ments engineering and, usually, limits the solution space, e.g.,
by compatibility requirements, data migration.

APD, AIT, ARE,
AAR

[25, 19]

Legacy system documen-
tation

If there is no documentation for a legacy system available,
higher effort in analyzing the legacy system has to be ex-
pected. In such a case, a software process should provide
appropriate strategies, e.g., reverse engineering.

APD, AIT, ARE,
AAR

[52, 33]

Domain A domain implies certain standards, norms, regulations, and
laws that need to be considered in a project. According to
such requirements an adequat software process has to fulfill
such requirements. Depending on the actual domain, further
potential criteria exist that should be regarded in the tailoring,
e.g., special requirements for Cloud software.

ARE, AAR [42]

Conceptual solution A software process can contain domain-specific knowledge and
best practices, e.g., blue prints, architecture pattern, to sup-
port the development of the conceptual solution.

AIW, ARE, AAR [42]

Technical solution The technical solution can be supported by specific contents
regarding, e.g., web development, desktop applications, appli-
cation of design pattern, coding guidelines for programming
languages and so on.

ARE, AAR [42]

Safety & Security Safety & security usually cause a comprehensive documen-
tation of a project. The software process should, therefore,
provide templates and hints about the documentation.

ADF, ACP, ARE [42, 25,
19]

Hardware development If hardware development is also part of a project, the soft-
ware process has also to provide corresponding artifacts (e.g.,
hardware specifications and designs, test hardware, logistics)
that are consistently integrated in the software process.

ARE, AAR, AIT [25, 19]

Neighboring systems A software system is, usually, part of an integrated ecosystem.
Interfaces to this ecosystem need to be defined as they directly
influence the integration and test strategies.

ARE, AAR, AIT [42]

User Interface If a software has special requirements w.r.t. the user interface,
the design, implementation, and test should be part of the
software process.

ARE, AIT [42, 25,
19]

System integration test Requirements w.r.t. system integration should be reflected by
the software process, e.g., by defining integration strategies,
providing a fundamental integration of project management,
development, and quality assurance.

ARE, AAR, AIT,
ATI

[42, 25,
19]
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Table 6: Derived actions clustered into groups.

Stakeholder-related actions

ACI intensify customer involvement

AUI intensify end user involvement, e.g. ui testing

AMI ensure management involvement

AUT intensify end user trainings

Project life cycle actions

ARE put emphasis on requirements engineering

AAR put emphasis on system architecture

AIT put emphasis on integration and test

AFI put emphasis on financial project management

APD put emphasis on prototype development

AFL put emphasis on fast feedback loops, e.g., contin-
uous delivery and deployment, on-site-customer

APP put emphasis on planning pattern for time critical
development, e.g., Follow-the-Sun, time boxing

Project organization actions

ADF expand project documentation, e.g., formalized
documentation using templates

ADI reduce documentation, e.g., replace paper-based
documentation by stand-ups

ASI increase number of (micro-)iterations

ACP formalize project communication pattern

ACM foster open project communication

ATI select appropriate tools w.r.t. the process’s weight

Knowledge building/preservation actions

AIW intensify meetings/workshops, e.g., specific for
certain stakeholder focus groups, shorten inter-
vals between workshops

ATT provide trainings, e.g., role-specific trainings

AKM provide knowledge management infrastructure

Interpretation. Considering a tailoring criterion to be rel-
evant in a particular project situation can significantly influ-
ence the resulting software process. For instance, the crite-
rion tool infrastructure is related to the action ATI. However,
it remains unclear what is meant by selecting appropriate
tools. Cockburn [15] votes for selecting the tools w.r.t. the
actual process’ weight that, in turn, can result into com-
pletely different tool ecosystems, which make it difficult for
a company to implement a common tool infrastructure (ac-
cording to Xu and Ramesh, this can undermine repeatability
of processes across development projects [52]). It also re-
mains unclear who decides which tools are appropriate, e.g.,
if such a decision is made by the team itself, a whiteboard
could also be mentioned to be an appropriate tool (which
can also be a problem: In a company, a team decided to use
Scrum, but was not allowed to install a whiteboard as reg-
ulations for fire safety forbid the installation 7→ a decision
w.r.t. tools turned into an organizational issue).

Although, the selected actions from Table 6 are referred
in literature to be standard measures, implications on the
software process and, further, on the project operation can
so far not be derived from our data.

5. CONCLUSION
The paper at hands closes a gap in the software process

tailoring literature by conduction a systematic literature re-
view to investigate tailoring criteria. We contribute a cat-
alog of 49 tailoring criteria, which we extracted from lit-
erature and that we backed up by an in-depth analysis in
which we investigated the rationale and the implications of
the investigated tailoring criteria. The catalog is a means to
support the management to understand influence factors for
software projects and, furthermore, to develop a notion of
the implications such influence factors have on the require-
ments w.r.t. the project-specific software process as well as
on, e.g., the project organization, project planning, budget,
and training demand.

Furthermore, we analyzed the consequences of the inves-
tigated tailoring criteria on software projects. To this end,
we formulate 20 actions, which are referred to be standard
measures to deal with certain project situations and relate
them with the tailoring criteria. Our results do, so far, not
allow for explaining how concrete actions affect a software
project as software projects underly manifold influences.

Althogh our results do not allow for deriving concrete im-
plications of tailoring criteria on software projects, it is nec-
essary to prepare software processes to provide support for
the definition of tailoring criteria as the necessary variabil-
ity of software processes in inherently given by the complex-
ity of todays software projects. The contributed catalog of
tailoring criteria that we provide with the paper at hands,
therefore, lays the foundation for further investigation.

5.1 Relation to Existing Evidence
In 2007 Pedreira et al. [38] conducted a first systematic

literature survey to analyze software process tailoring. They
investigated the state-of-the-art in software process tailoring
in general to foster further research. A study on influence
factors and strategies to deal with tailoring is contributed
by Xu and Ramesh [52]. However, although providing chal-
lenges and strategies for mitigation, their contribution does
not state how to apply the proposed tailoring strategy in
specific project environments. Concrete experiences and em-
pirical evidence on the feasibility of proposed strategies and
criteria is, however, still yet missing.

The study at hands does neither provide a strategy nor
a new approach to tailor software processes. Our contri-
bution aims primarily at investigating and structuring the
publication flora to develop a catalog of reported and proven
tailoring criteria. Our study is a further step towards devel-
oping a notion of tailoring criteria and their implication to
software projects in order to lay the foundation for future
research. To this end, we built our research on the work of
Xu and Ramesh, extended the list of tailoring criteria, and
provided reasons w.r.t. the importance of specific criteria
that are based on standard literature.

5.2 Impact/Implications
To create a complete and generalizable list of tailoring cri-

teria is—if possible at all—a challenging task, wherefore, our
research has several implications. Practitioners can apply
our contributed catalog in their own projects and, further-
more, companies can use the contributed catalog as a start-
ing point to define appropriate tailoring criteria for their
software processes and projects.

Although we close a gap in the literature on software pro-
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cess tailoring, it remains unclear whether the contributed
list of tailoring criteria is complete. Furthermore, a number
of the investigated criteria stays on a fairly generic level,
which makes it difficult to apply them to concrete software
processes. Further research is necessary to extend and refine
the contributed catalog. Our research also shows that there
still is a gap in literature w.r.t. the implications of tailoring
criteria. Further studies are necessary to close this gap and
to foster the discussion on software process tailoring, espe-
cially to give empirical evidence on the feasibility of concrete
actions that were performed because of applying a specific
tailoring criterion.

Finally, to support software process tailoring, also soft-
ware process metamodels have to provide process engineers
with appropriate means to design tailoring criteria and to
integrate them with a software process. Software process
metamodels, such as SPEM, do not provide mechanisms that
are mature enough to define a tailoring that goes beyond
coarse-grained export configurations.

5.3 Limitations
This paper aims at creating a catalog of tailoring criteria

and, thus, has some limitations. Deeper insights and anal-
yses w.r.t. conceptual, methodical, and technical aspects of
software process tailoring are not part of this study. Further-
more, this study does not aim at creating taxonomies, gen-
eralized concepts, or strategies to tailor software processes.
This study neither does provide any solution or improve-
ment proposal, as the scope was to harvest the publication
flora and to develop an integrated and structured catalog of
tailoring criteria to foster the discussion on software process
tailoring.

5.4 Future Work
In response to the implications our research has, future

work addresses the in-depth investigation of tailoring crite-
ria and their implications to lay the foundation to conduct
studies on the feasibility of software process tailoring.

On the “technical” layer, the analysis of software pro-
cess metamodels for their capabilities w.r.t. support a fine-
grained tailoring is another facet to be considered in future
research.
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