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How to write a thesis (in the NLP seminar)
How to do a literature review

Effective presentations



Reminder: Way through the seminar
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* Jupyter/Colab Notebook due
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Document

Summary

Automatic Text Summarization

Max Mustermann

Inthis thesis we show an approach to automatically summarize texts. Lorem ipsum dolor sit amet,
consetetur sadipscing elitr, sed diam nonumy eirmod tempor invidunt ut labore et dolore magna
aliquyam erat, sed diam voluptua. At vero eos et accusam et justo duo dolores et ea rebum. Stet clita
kasd gubergren, no sea takimata sanctus est Lorem ipsum dolor sit amet. Lorem ipsum dolor sit amet,

ing elitr, sed diam nonumy eirmod tempor invidunt ut labore et dolore magna
aliquyam erat, sed diam voluptua.

https://colab.research.google.com/drive/16xcPKmXOpknHUG-

Google Site to collect links to all
results (Colab, Github, ...)

Add an image, a description and
a link when your thesis is
handed in

Non-Mandatory

Login to Site-Builder will be
provided



Questions? Problems?



Presentation of Topics



How to write a thesis
(In the NLP Seminar)



Who are you writing for?

Yourself
Your supervisor
Your colleagues

The scientific/technological
community




Structure of a Thesis

1. Introduction
a. Context e—
b. Problem e—
c. Contribution ®
d. Outline e—

2. Related Work
(Differences to existing work)
3. Fundamentals
(Need-to-knows for understanding your text)

4. Solution Approach
5. Evaluation

6. Summary

7.

Outlook



Some Thesis Writing Tips

e Startearly with outline and introduction

e Clarify the high-level story

e Write fundamentals when everything else is
finished

e “Shitty first draft” — Don’t aim for perfect
formulation immediately
(Start with just bullet points)

e Work with examples and illustrations

Write in the “we” form
In general: avoid passive voice

Remember: You are not writing a novel
o Use technical terms (even if that means
repetition)
o  Noneed to aim for a surprising end
o Writein present tense

Favor simple language over complex

formulations
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~ Labeling causality in software requirements using a pre-trained language model

Seminar Natural Language Processing for Software Engineering, summer-term 2020

[ he.08.2020

1. Introduction

Software-requirements can often be formulated in a form similar to "If A happens, B should happen”. This concept, where the occurence of one
event (cause) triggers another event (effect) is known as causality. According to Fischbach et al., 2020 [1], causal knowledge within software-
requirements can be used to derive test-cases that control the correct implementation of functionality, for example "Check whether window Y is
opened if the user presses button X", derived from the requirement "If user presses button X, window Y should be opened".

To automatically create test-cases from software-requirements, one needs to find a way to extract causality from natural language. The
problem with causality extraction from natural language is that causality is embedded in very divers and variable language patterns and an
algorithm would need a deeper understanding of language in general in order to recognize causality with certain accuracy.

In this notebook, | demonstrate how a pre-trained language model can be used to label causality in sentences. With my notebook, | want to
show how accurate pre-trained language models can fulfill this task while also stating the weaknesses and problems of this approach.

2. Related Work

The problem of identifying cause-effect-relations in text has been subject to a few scientific papers. These papers can be splitted into two
groups; rule-based approaches and machine learning approaches. Rule-based approaches use pre-defined language-patterns to extract
causality and are very work-intense since all kind of causal patterns need to be defined manually in order to achive reasonable performance. [1],
2]

Other papers propose the usage of Machine Learning.
Rink et al., 2010 [3] train a Support Vector Machine classifier using contextual features in order to classify semantic relations which also
includes causality. However, this approach only labels single words as cause and effect resulting in a loss of information that would be needed

S et s S R N L S N RS e e



