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Lernziele und Inhalte 

1.  Strategie: Wissenschaftliche Arbeiten in einem Themengebiet suchen 
2.  Ein spezielles Papier suchen und pdf bekommen können 
3.  Grobe Qualitätsidee 

Zwei Teile: 
1.  Einführung zu wissenschaftlichen Veröffentlichungen 
2.  Literaturrecherche hands-on 



Wissenschaftliche Veröffentlichungen 

(eine kleine Einführung) 



Was und wie wird veröffentlicht?


•  Monografie/Buch

-  meist ein Autor


-  100 – 1000 Seiten


•  Buchkapitel


-  20 – 50 Seiten


•  Journal-Artikel

-  10 – 30 Seiten


•  Proceedings-Artikel (Konferenz)

-  3 – 15 Seiten


•  Workshop-Artikel 

-  3 – 15 Seiten


•  Technische Berichte


•  Promotionen (Masterarbeiten/Bachelorarbeiten)


•  Blogs


•  ...


Proceedings-Artikel
 Monografie




Welche Inhalte werden veröffentlicht?  
 

•  Philosophical 
•  Opinion 
•  Exploratory 
•  Experience 
•  Solution 
•  Validation 
•  Evaluation 

•  Jackpot für die Literaturrecherche: Meta-Publikationen / Research Survey 
 

Research type facets nach [1] 

[1] R. Wieringa, N. Maiden, N. Mead, and C. Rolland, “Requirements engineering paper classification and 
evaluation criteria: a proposal and a discussion,” Requir. Eng., 2005.  
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Wie kommt man zu einer Veröffentlichung? 
Das Peer-Review Verfahren: Konferenz und Journal Warum? 



Beispiel: Reviews für einen Workshop 
Reale Beispiele… 

Dear Jonas, Henning, Maximilian and Bernd 
 
Thanks for your submission to ICSE 2010. We regret to have to inform 
you that your paper, 
 
"Recommendation and Recovery of Traceability Links" 
 
has not been accepted for inclusion in the conference program. The 
competition was very strong: 380 submissions were received, of a very 
high overall quality, among which the Program Committee has selected  
only 52 for publication.  
 
We enclose below the reviewers' comments to your submission, which we 
hope you will find useful for your future research work. We also hope 
that you will be able to attend the conference in Cape Town, South Africa, 
on May 2-8, 2010. Please note that submission to some of the satellite 
events is still open (see http://www.sbs.co.za/ICSE2010/) 
 
Sincerely, 
 
Premkumar Devanbu and Sebastian Uchitel, 
Program Co-Chairs, ICSE 2010 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*= 
 
First reviewer's review: 
 
Summary of the submission <<< 
 
The paper describes an approach to support two use cases in traceability 
analysis: (1) traceability link recovery (the action of finding missing 
traceability links), and (2) traceability link recommendation (assisting users 
in creating traceability links by providing recommendations). In the former use 
case, the links are recovered in a batch fashion at discrete points in time, 
while in the latter use case, recommendations are continuously provided to the 
users throughout the project. The focus of the paper is on the traceability 
links between use-cases and functional requirements, and between action items 
(activities assigned to the developers throughout the project) and functional 
requirements. The main idea of the proposed approach is to combine various 
existing heuristics for identifying traceability links to obtain more accurate 
results. In particular, the paper combines (1) information retrieval heuristics 
(that measure similarity between document-based artifacts), (2) history-based 
heuristics (that compare artifacts using the history of changes made to them 
over time), and (3) structural heuristics (that compare the artifacts based on 
their internal structure or dependencies between them). The paper evaluates 
these different heuristics and their combinations using two different case 
studies and discusses the effectiveness of the various combinations by 
comparing the resulting precision and recall data.  
 
Evaluation <<< 
 
This is a very interesting and comprehensively written paper. It contains a 
number of contributions and includes a proper evaluation.  
 
The paper discusses various IR-based heuristics such as VSM and LSI, but little 
insight is provided as to how these heuristics are useful for finding 
traceability links in software projects, and whether any adaptation of these 
heuristics to the specific needs of the software projects are needed? 
 
The paper uses precision and recall metrics to evaluate different traceability 
recommendation strategies. Are these metrics sufficient for your evaluation? Do 
you have any target/ideal precision or recall values for your approach? The 
reported precisions in most cases are too low, indicating that the majority of 
identified traceability links were wrong, and developers need to take more 
effort to remove the wrong links. Doesn't this not pose problems if you want to 
evaluate the approach with human subjects?  
 
Finally, it would be great if you could provide illustrative examples from your 
case studies so that the reader knows at what level of detail and in which 
notation the use cases, functional requirements, and traceability links are 
described. Further, additional information on the size of your case studies 
would be useful as the IR heuristics perform better when large amount of data 
is provided. 
 
Detailed comment: 
---------------------- 
page 3, 1st paragraph: Open Constraint Language (OCL) --> Object Constraint 
Language (OCL 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Second reviewer's review: 
 
Summary of the submission <<< 
 
The paper proposes an approach to recommend trace links during trace capture 
and trace recovery tasks. The approach combines different existing techniques 
(e.g., latent semantic indexing, vector space model, association-based rule 
mining). It focuses on trace links between functional requirements and use 
cases as well as trace links between functional requirements and assigned 
developers. The approach is implemented using the UNICASE tool that provides a 
uniform model for combining different types of development artifacts. An 
evaluation is provided using data from two projects using UNICASE. The paper 
reports the typical precision and recall metrics. 
 
Evaluation <<< 
 
The authors claim three contributions: 
 
1) A combination of techniques ... this is promising as in existing studies 
only individual techniques have been applied (e.g., latent semantic indexing, 
vector space model, association-based rule mining). Understanding the relative 
effectiveness of these techniques is interesting.  
 
Unfortunately, the description of how the results of applying the different 
techniques can be combined is very short and lacks detail (Sections 3.2.6 and 
3.3). 
 
2) New types of trace links ... in particular trace links between functional 
requirements and developers via actions items. It is certainly a valuable idea 
to also consider links to project management artifacts.  
 
However, I have doubts regarding novelty. The idea of linking activities, work 
products, and roles has been proposed in the area of process-centered SEEs many 
years ago. The authors state that this aspect of their work has been reported 
in reference [7] (an unpublished conference paper). The contribution beyond [7] 
is not explained.  
 
3) Evaluation using different states of a project instead of just looking at a 
snapshot ... this is interesting but only described briefly in one column of a 
page unfortunately. 
 
The structure and organization of the paper should be improved, especially the 
evaluation section is quite hard to follow -- e.g., 16 tables and 2 figures on 
only a few pages (!). I found it hard to keep track of what exactly has been 
done in the evaluation. A figure showing the relationship between the various 
trace acquisition approaches, trace types, selection strategies, etc. would be 
really useful. 
 
Unfortunately, the data set used in the evaluation does not allow comparison to 
existing IR studies (linking model elements instead of documents). This is a 
pity as contribution 1) is exactly about this issue. 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Third reviewer's review: 
 
Summary of the submission <<< 
 
The authors present a number of approaches to recommend and recover 
traceability links between functional requirements & use cases and action items 
& functional reqs. They analyze both the recovering and the recommending of 
traceability links. Considering two case studies, one based on UNICASE (a 
CASE-tool written by the authors for modeling and integrating information from 
different development activities) and another based on DOLLI II (a student 
application developed in six months), they study the results of different 
linking techniques, some of them content based, others based on information 
about artifacts gathered from the history of the system. They validate the 
quality of each link using the links already present in the systems they study 
and created by the users during the development. 
For the recovering task they consider, as usually done in similar research, the 
last available version of each system, while for the recommending task, they 
analyze the system during the whole history. 
 
Evaluation <<< 
 
The paper, not well written because of a myriad of typos, fails to let the 
reader home in on a deeper understanding of the presented concepts. I have the 
impression the authors are comparing apples and oranges here, since 
"traceability" does not mean anything particular but only when it is related to 
the things between which the links are established.  
Why is this important? Because the authors try to compare their work to the 
work of others, but the comparison is unfair to say the least: comparing 
precision and recall values on completely different types of traceability links 
and also completely different types of data sets does not make sense. 
 
The apples&oranges feeling starts with the title of the paper, which is 
currently not really telling what the paper is about specifically => the title 
should be changed to reflect the contents of the paper 
 
The feeling goes on with the related work, which is just a broad sweep over the 
field, but without an actuall discussion of what people have done and in what 
the authors's work differs => The related work should be expanded and 
rewritten 
 
In section 3.2.4 the authors mention that based on their previous experiences 
they use a transitivity depth of 10, citing a paper which is not by them! What 
does that mean? 
 
Overall, the whole section 3 is fuzzily written, and looks like it was stomped 
out of the ground in a hurry, without taking care of ensuring that the reader 
understands what the different approaches will be. 
 
About the evaluation I am concerned that the unfairness goes on. Since the 
authors developed UNICASE, using it also to track its development, the data is 
naturally biased. Also since UNICASE itself is geared towards handling many 
types of information about a software system (this is good of course!) 
including the ones used for this paper, namely functional reqs, use cases and 
action items, it is clear that the approaches proposed by the authors will work 
on this data.  
 
It is not clear whether the project DOLLI, whose main language is German, uses 
this language also in all the documents that are considered. In addition, why 
the stemming is not applied for this project? This decision has a serious 
impact on the quality of VSM and LSI techniques, and can bias the results. 
 
Results, especially in terms of precision, are low. For the oracle "values are 
calculated based on the selection made by the developers in the projects", this 
means that there can be errors in the oracle itself and thus in the evaluation 
of the precision for the different techniques. Considering the fact that the 
most precision results are lower than 8%, it means that they could change 
enormously if we take into account the possible human errors in the oracle. 
Thus, the results obtained can be neither considered significant nor 
generalized. 
 
Moreover, the results are mostly presented to the reader with figures that 
could easily be made more telling (figures 4 and 5 have too much chart junk) 
and with tables that are not explained and also not self-explanatory. 
 
In the end the conclusion is also fairly weak, because the authors do not 
provide any deeper insights about what they have done. The question is: what 
can the reader learn from all this?  
 
Minor comments: 
 
- the title of section 3.1.2 is wrong, isn't it? It should be "action items to 
functional requirements" 
 
- In section 3.2.2 the authors assume that the terms are already processed - 
why can they make such an assumption? 
 
- the references follow a very strange formatting, for example look at ref17 
 
- references 13 and 14 are similar, they can be merged. 
 
- reference 3 does not contain the year of publication 
 
- section 4.1.5: "it must been ensured that" should be "it must BE ensured that" 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Fourth reviewer's review: 
 
Summary of the submission <<< 
 
This paper targets the problem of identifying and recommending 
traceability links between (1) action items and system model elements 
and (2) functional requirements and use cases. The authors propose a 
novel set of combined approaches and compare their approaches with one 
another and with existing alternative approaches. 
 
Evaluation <<< 
 
On the positive side, the proposed idea of combining existing 
techniques for traceability seems novel, and the presented techniques 
perform better than existing techniques. However, such improvements 
are marginal, and the results are not that encouraging in general. 
Moreover, it is not clear how generalizable the results are, and the 
discussion is at times confusing. 
 
Specific comments: 
 
The improvements of the proposed new methods are not as great as one 
would hope. I would have liked to see more discussion on this issue. 
More generally, for none of the techniques presented precision and 
recall seem to be at a level that would make the techniques useful. 
How helpful is for a developer to get 100 recommendations, 40 of which 
or more are incorrect? Furthermore, to achieve such precision, the 
techniques pay a pretty steep price in terms of recall. To make things 
worse, as the authors themselves admit, in some cases it is not even 
possible to compute reliable values for precision and recall. I must 
confess that I am not too familiar with this line of work, so maybe I 
am underestimating the goodness of the results, but I don't find them 
to be too promising. 
 
There seems to be a large number of arbitrary decisions made in 
defining the parameters of the technique, and the process of 
determining the right combinations of techniques and the right 
parameters requires a considerable amount of fine tuning. It wasn't 
clear to me how easy it would be to identify the right parameters in 
general. This raises the question of how generalizable this approach 
really is, an issue that should be at least discussed. 
 
The discussion in the paper could be clearer in several parts. In 
particular, the tables and figures used in the paper would benefit 
from a more descriptive caption (or a caption at all) and an 
explanation in the text. For Figures 4 and 5, for instance, what 
varies along the curve to provide different values of precision and 
recall? T? Something else? The subsequent tables are also never 
clearly explained. Also, I did not understand why, in some of the 
tables, the approaches were tested only on UNICASE. 
 
I think there are too many details in Section 3.2 on what is by and 
large background material. 
 
The authors should fix the punctuation in the paper, in particular 
with respect to commas (both extra and missing). 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 



Beispiel: Reviews für eine Konferenz 
Reale Beispiele… 

Dear Jonas, Henning, Maximilian and Bernd 
 
Thanks for your submission to ICSE 2010. We regret to have to inform 
you that your paper, 
 
"Recommendation and Recovery of Traceability Links" 
 
has not been accepted for inclusion in the conference program. The 
competition was very strong: 380 submissions were received, of a very 
high overall quality, among which the Program Committee has selected  
only 52 for publication.  
 
We enclose below the reviewers' comments to your submission, which we 
hope you will find useful for your future research work. We also hope 
that you will be able to attend the conference in Cape Town, South Africa, 
on May 2-8, 2010. Please note that submission to some of the satellite 
events is still open (see http://www.sbs.co.za/ICSE2010/) 
 
Sincerely, 
 
Premkumar Devanbu and Sebastian Uchitel, 
Program Co-Chairs, ICSE 2010 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*= 
 
First reviewer's review: 
 
Summary of the submission <<< 
 
The paper describes an approach to support two use cases in traceability 
analysis: (1) traceability link recovery (the action of finding missing 
traceability links), and (2) traceability link recommendation (assisting users 
in creating traceability links by providing recommendations). In the former use 
case, the links are recovered in a batch fashion at discrete points in time, 
while in the latter use case, recommendations are continuously provided to the 
users throughout the project. The focus of the paper is on the traceability 
links between use-cases and functional requirements, and between action items 
(activities assigned to the developers throughout the project) and functional 
requirements. The main idea of the proposed approach is to combine various 
existing heuristics for identifying traceability links to obtain more accurate 
results. In particular, the paper combines (1) information retrieval heuristics 
(that measure similarity between document-based artifacts), (2) history-based 
heuristics (that compare artifacts using the history of changes made to them 
over time), and (3) structural heuristics (that compare the artifacts based on 
their internal structure or dependencies between them). The paper evaluates 
these different heuristics and their combinations using two different case 
studies and discusses the effectiveness of the various combinations by 
comparing the resulting precision and recall data.  
 
Evaluation <<< 
 
This is a very interesting and comprehensively written paper. It contains a 
number of contributions and includes a proper evaluation.  
 
The paper discusses various IR-based heuristics such as VSM and LSI, but little 
insight is provided as to how these heuristics are useful for finding 
traceability links in software projects, and whether any adaptation of these 
heuristics to the specific needs of the software projects are needed? 
 
The paper uses precision and recall metrics to evaluate different traceability 
recommendation strategies. Are these metrics sufficient for your evaluation? Do 
you have any target/ideal precision or recall values for your approach? The 
reported precisions in most cases are too low, indicating that the majority of 
identified traceability links were wrong, and developers need to take more 
effort to remove the wrong links. Doesn't this not pose problems if you want to 
evaluate the approach with human subjects?  
 
Finally, it would be great if you could provide illustrative examples from your 
case studies so that the reader knows at what level of detail and in which 
notation the use cases, functional requirements, and traceability links are 
described. Further, additional information on the size of your case studies 
would be useful as the IR heuristics perform better when large amount of data 
is provided. 
 
Detailed comment: 
---------------------- 
page 3, 1st paragraph: Open Constraint Language (OCL) --> Object Constraint 
Language (OCL 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Second reviewer's review: 
 
Summary of the submission <<< 
 
The paper proposes an approach to recommend trace links during trace capture 
and trace recovery tasks. The approach combines different existing techniques 
(e.g., latent semantic indexing, vector space model, association-based rule 
mining). It focuses on trace links between functional requirements and use 
cases as well as trace links between functional requirements and assigned 
developers. The approach is implemented using the UNICASE tool that provides a 
uniform model for combining different types of development artifacts. An 
evaluation is provided using data from two projects using UNICASE. The paper 
reports the typical precision and recall metrics. 
 
Evaluation <<< 
 
The authors claim three contributions: 
 
1) A combination of techniques ... this is promising as in existing studies 
only individual techniques have been applied (e.g., latent semantic indexing, 
vector space model, association-based rule mining). Understanding the relative 
effectiveness of these techniques is interesting.  
 
Unfortunately, the description of how the results of applying the different 
techniques can be combined is very short and lacks detail (Sections 3.2.6 and 
3.3). 
 
2) New types of trace links ... in particular trace links between functional 
requirements and developers via actions items. It is certainly a valuable idea 
to also consider links to project management artifacts.  
 
However, I have doubts regarding novelty. The idea of linking activities, work 
products, and roles has been proposed in the area of process-centered SEEs many 
years ago. The authors state that this aspect of their work has been reported 
in reference [7] (an unpublished conference paper). The contribution beyond [7] 
is not explained.  
 
3) Evaluation using different states of a project instead of just looking at a 
snapshot ... this is interesting but only described briefly in one column of a 
page unfortunately. 
 
The structure and organization of the paper should be improved, especially the 
evaluation section is quite hard to follow -- e.g., 16 tables and 2 figures on 
only a few pages (!). I found it hard to keep track of what exactly has been 
done in the evaluation. A figure showing the relationship between the various 
trace acquisition approaches, trace types, selection strategies, etc. would be 
really useful. 
 
Unfortunately, the data set used in the evaluation does not allow comparison to 
existing IR studies (linking model elements instead of documents). This is a 
pity as contribution 1) is exactly about this issue. 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Third reviewer's review: 
 
Summary of the submission <<< 
 
The authors present a number of approaches to recommend and recover 
traceability links between functional requirements & use cases and action items 
& functional reqs. They analyze both the recovering and the recommending of 
traceability links. Considering two case studies, one based on UNICASE (a 
CASE-tool written by the authors for modeling and integrating information from 
different development activities) and another based on DOLLI II (a student 
application developed in six months), they study the results of different 
linking techniques, some of them content based, others based on information 
about artifacts gathered from the history of the system. They validate the 
quality of each link using the links already present in the systems they study 
and created by the users during the development. 
For the recovering task they consider, as usually done in similar research, the 
last available version of each system, while for the recommending task, they 
analyze the system during the whole history. 
 
Evaluation <<< 
 
The paper, not well written because of a myriad of typos, fails to let the 
reader home in on a deeper understanding of the presented concepts. I have the 
impression the authors are comparing apples and oranges here, since 
"traceability" does not mean anything particular but only when it is related to 
the things between which the links are established.  
Why is this important? Because the authors try to compare their work to the 
work of others, but the comparison is unfair to say the least: comparing 
precision and recall values on completely different types of traceability links 
and also completely different types of data sets does not make sense. 
 
The apples&oranges feeling starts with the title of the paper, which is 
currently not really telling what the paper is about specifically => the title 
should be changed to reflect the contents of the paper 
 
The feeling goes on with the related work, which is just a broad sweep over the 
field, but without an actuall discussion of what people have done and in what 
the authors's work differs => The related work should be expanded and 
rewritten 
 
In section 3.2.4 the authors mention that based on their previous experiences 
they use a transitivity depth of 10, citing a paper which is not by them! What 
does that mean? 
 
Overall, the whole section 3 is fuzzily written, and looks like it was stomped 
out of the ground in a hurry, without taking care of ensuring that the reader 
understands what the different approaches will be. 
 
About the evaluation I am concerned that the unfairness goes on. Since the 
authors developed UNICASE, using it also to track its development, the data is 
naturally biased. Also since UNICASE itself is geared towards handling many 
types of information about a software system (this is good of course!) 
including the ones used for this paper, namely functional reqs, use cases and 
action items, it is clear that the approaches proposed by the authors will work 
on this data.  
 
It is not clear whether the project DOLLI, whose main language is German, uses 
this language also in all the documents that are considered. In addition, why 
the stemming is not applied for this project? This decision has a serious 
impact on the quality of VSM and LSI techniques, and can bias the results. 
 
Results, especially in terms of precision, are low. For the oracle "values are 
calculated based on the selection made by the developers in the projects", this 
means that there can be errors in the oracle itself and thus in the evaluation 
of the precision for the different techniques. Considering the fact that the 
most precision results are lower than 8%, it means that they could change 
enormously if we take into account the possible human errors in the oracle. 
Thus, the results obtained can be neither considered significant nor 
generalized. 
 
Moreover, the results are mostly presented to the reader with figures that 
could easily be made more telling (figures 4 and 5 have too much chart junk) 
and with tables that are not explained and also not self-explanatory. 
 
In the end the conclusion is also fairly weak, because the authors do not 
provide any deeper insights about what they have done. The question is: what 
can the reader learn from all this?  
 
Minor comments: 
 
- the title of section 3.1.2 is wrong, isn't it? It should be "action items to 
functional requirements" 
 
- In section 3.2.2 the authors assume that the terms are already processed - 
why can they make such an assumption? 
 
- the references follow a very strange formatting, for example look at ref17 
 
- references 13 and 14 are similar, they can be merged. 
 
- reference 3 does not contain the year of publication 
 
- section 4.1.5: "it must been ensured that" should be "it must BE ensured that" 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 
 
Fourth reviewer's review: 
 
Summary of the submission <<< 
 
This paper targets the problem of identifying and recommending 
traceability links between (1) action items and system model elements 
and (2) functional requirements and use cases. The authors propose a 
novel set of combined approaches and compare their approaches with one 
another and with existing alternative approaches. 
 
Evaluation <<< 
 
On the positive side, the proposed idea of combining existing 
techniques for traceability seems novel, and the presented techniques 
perform better than existing techniques. However, such improvements 
are marginal, and the results are not that encouraging in general. 
Moreover, it is not clear how generalizable the results are, and the 
discussion is at times confusing. 
 
Specific comments: 
 
The improvements of the proposed new methods are not as great as one 
would hope. I would have liked to see more discussion on this issue. 
More generally, for none of the techniques presented precision and 
recall seem to be at a level that would make the techniques useful. 
How helpful is for a developer to get 100 recommendations, 40 of which 
or more are incorrect? Furthermore, to achieve such precision, the 
techniques pay a pretty steep price in terms of recall. To make things 
worse, as the authors themselves admit, in some cases it is not even 
possible to compute reliable values for precision and recall. I must 
confess that I am not too familiar with this line of work, so maybe I 
am underestimating the goodness of the results, but I don't find them 
to be too promising. 
 
There seems to be a large number of arbitrary decisions made in 
defining the parameters of the technique, and the process of 
determining the right combinations of techniques and the right 
parameters requires a considerable amount of fine tuning. It wasn't 
clear to me how easy it would be to identify the right parameters in 
general. This raises the question of how generalizable this approach 
really is, an issue that should be at least discussed. 
 
The discussion in the paper could be clearer in several parts. In 
particular, the tables and figures used in the paper would benefit 
from a more descriptive caption (or a caption at all) and an 
explanation in the text. For Figures 4 and 5, for instance, what 
varies along the curve to provide different values of precision and 
recall? T? Something else? The subsequent tables are also never 
clearly explained. Also, I did not understand why, in some of the 
tables, the approaches were tested only on UNICASE. 
 
I think there are too many details in Section 3.2 on what is by and 
large background material. 
 
The authors should fix the punctuation in the paper, in particular 
with respect to commas (both extra and missing). 
 
*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=*=--=* 



Beispiel: Reviews für ein Journal 
Reale Beispiele… 

+ 4 more pages 
+ “please see the 
attached file for more 
detailed notes” 



Wie ist die Qualität einer wissenschaftlichen Publikation? 

Qualität einer wissenschaftlichen Publikation lässt sich unterteilen in: 
•  Relevance 
•  Novelty 
•  Validity 
•  Rigor 
•  ... 
 

Was man schneller bewerten kann: 
•  Peer-reviewed? 
•  Anzahl der Zitationen 
•  Qualität der Venues/Journale:  
- Impact factor 
- Acceptance rate 



Software-Engineering-Quellen* 

Journale 
•  IEEE Transactions on Software Engineering (TSE) 
•  ACM Transactions on Software Engineering Methodology (TOSEM) 
•  IEEE Software 
•  Journal of Software & Systems 
•  Wiley Journal of Software Maintenance and Evolution  
•  Springer Empirical Software Engineering  
 
Konferenzen (Proceedings) 
•  International Conference on Software Engineering (ICSE) 
•  Foundations of Software Engineering (FSE) 
•  International Conference on Automated Software Engineering (ASE) 
•  OO Programming, Systems, Languages and Applications (OOPSLA) 
•  International Symposium on Software Testing and Analysis (ISSTA) 
•  International Conference on Software Maintenance (ICSM) 

•  http://web.engr.illinois.edu/~taoxie/seconferences.htm 

*ungeordnet




Was und wie wird veröffentlicht?


•  Monografie/Buch

- meist ein Autor, kein Peer-Review


•  Buchkapitel


-  Peer-Review


•  Journal-Artikel


-  Peer-Review


•  Proceedings-Artikel (Konferenz)


-  Peer-Review


•  Workshop-Artikel 


-  Peer-Review


•  Technische Berichte (Tech Reports)


- KEIN Peer-Review


•  Internetseiten/Blogs


- KEIN Peer-Review


Proceedings-Artikel
 Monografie




Hands-on: Suche nach Publikationen 



Warum Literaturrecherche? 

•  Kein Selbstzweck, sondern Teil des Jobs! 
Warum? 

 
Ziele der Literaturrecherche: 
•  Stand der Wissenschaft herausfinden, 

(aktuelle Fragen bestimmen) 
•  Relevanz belegen 

•  Abgrenzung zu anderen Arbeiten 
(inklusive Begründung) 

•  Einordnung in Forschungegebiet 

•  Behauptungen über Common Knowledge 
belegen können 

•  ... 



Wo finde ich Papiere? 

Quellen: 
•  ACM Digital Library 
•  IEEE Xplore 
•  Springer Link 
•  Elsevier 

•  Lehrstuhl/Mitarbeiterseiten 
•  scholar.google.com 
•  Bibliothek ... 
 
Wir verwenden meistens Google Scholar! 
•  Pro 
-  Alle Ergebnisse zusammengefasst 
-  Zitationen direkt angezeigt 
-  Tw. Direktlink zum PDF 
-  Autorensuche 

•  Con 
-  Kein Qualitätsfilter 
-  Schlechte Suchfilteroptionen 



Ich kenne ein Papier und suche das pdf-File… 

Zwei Optionen: 
•  https://EACCESS.ub.tum.de und nach den Zeitschriften suchen 
•  Proxy-Server einrichten 
 
Details stehen hier: 
https://www.lrz.de/services/netzdienste/proxy/zeitschriftenzugang/ 
 
 

DEMO-Time 



Suchverfahren und -strategien 
 
 
•  Manuelle Suche über die Suchmaschinen 
•  (Literatur-) Snowballing 

Systematisches Vorgehen (formal): 
•  Systematic Mapping Studies 
•  Systematic Literature Reviews 



Papierverwaltung 
 

•  BibTeX (+LaTeX)


-  bewährtes, universelles Format für LaTeX-Nutzer


- wird auf vielen Literaturrecherche-Webseiten angeboten


- wichtig: Verwendung der richtigen Typen: @article,… 



Papierverwaltung 
 

•  BibTeX (+LaTeX)


-  bewährtes, universelles Format für LaTeX-Nutzer


- wird auf vielen Literaturrecherche-Webseiten angeboten


- wichtig: Verwendung der richtigen Typen: @article,… 

•  JabRef


-  Plattform-unabhängiges Literaturverwaltungs-Programm (Java)


-  verwendet BibTeX als natives Datenformat


-  Verknüpfung mit PDF


- Dynamische Gruppen 
•  Mendeley 
-  “moderner” 
- Kooperative Verwaltung 
- Verwaltung von Notizen 

•  Papers (Mac only) 
• … 



Lernziele und Inhalte 

1.  Strategie: Wissenschaftliche Arbeiten in einem Themengebiet suchen 
2.  Ein spezielles Papier suchen und pdf bekommen können 
3.  Grobe Qualitätsidee 

Zwei Teile: 
1.  Einführung zu wissenschaftlichen Veröffentlichungen 
2.  Literaturrecherche hands-on 



Nachlese 

•  B. Kitchenham and S. Charters, “Guidelines for performing Systematic Literature 
Reviews in Software Engineering,” 2007. 

•  S. Keshav, “How to Read a Paper”, 2013 
http://blizzard.cs.uwaterloo.ca/keshav/home/Papers/data/07/paper-reading.pdf 

•  Kent Beck: How to get a paper accepted at OOPSLA: 
http://plg.uwaterloo.ca/~migod/research/beckOOPSLA.html 

•  A. Zeller and T. Zimmermann, “Failure is a Four-Letter Word – A Parody in Empirical 
Research”  
and the corresponding presentation: 
https://www.youtube.com/watch?v=NM3ClIbuVoM 

•  Zugang zu Wissenschaftlichen Publikationen für Mitarbeiter und Studierende der TUM 
https://www.lrz.de/services/netzdienste/proxy/zeitschriftenzugang/ 

•  Paper-Verwaltung: 
http://www.mendeley.com 
http://jabref.sourceforge.net 
… 


